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Message Sequence Charts (MSCs) are a popular model often used for the
documentation of telecommunication protocols. They profitby a standartized
visual and textual presentation (ITU-T recommendation Z.120) and are closed
to other formalisms such as sequence diagramms of UML. An MSCgives a
graphical description of the intended communications between processes. Usu-
ally it abstracts away from the values of variables and the actual contents of
messages. However, this formalism can be used at some early stage of design
to detect errors in the specification [4]. In this work we focus on the problems
of checking process divergence, as introduced in [2], and how to compute an
appropriate buffer size for channels, as already investigated in [5].

High-level MSCs (HMSCs), or equivalently MSC graphs, are a usual for-
malism to describe possibly infinite sets of scenarios in some algebraic way.
Because asynchronous distributed systems provide no information about the rel-
ative speed of processes or the delay for a message to be delivered,divergence
can appear in specifications: This means that there is no bound on the number of
pending messages along an execution of specified scenarios.However a simple
criterion allows us to decide whether a given HMSC is not divergent [2, Th. 5].
We have to check that all connected components of the communication graph
of any (simple) loop are strongly connected.

In [2], Ben-Abdallah and Leue derived from this property an algorithm to
check divergence, which is exponential in the number of states in the HMSC
and linear in the number of channels. One has simply to searchfor all simple
loops and to compute the strongly connected components of the resulting com-
municating graph [7]. It follows that checking Divergence is in NP. Now an
alternative algorithm was suggested in [1]: It consists in first fixing a diverg-
ing channel and some associated partition of processes and next searching for
a simple loop matching these message exchanges, by computing the strongly
connected components of the HMSC reduced to corresponding transitions [7].
This second approach is exponential in the number of processes, but only linear
in the number of transitions in the HMSC. As already stated in[1, Th. 7] check-
ing divergence of HMSCs in NP-complete. We shall present here a simple and
linear reduction from SAT to Divergence. More interesting we present a simple



reduction from Divergence to SAT which allows for using SAT-solvers to check
Divergence in MSC specifications. In the same way slightly more involved tech-
niques can be developped to checklocal-synchronization [1, 3, 6] similarly.

Given a non-divergent HMSC, a natural issue is to compute a buffer size for
channels so that any pending message can be stored within thesystem before
it gets delivered. As established by Lohrey and Muscholl, checking whether a
buffer size is appropriate for all scenarios of a (possibly divergent) HMSC is
co-NP-complete [5, Th. 4.6]. Since the HMSC used in the proofof this theo-
rem shows no loop, this result extends immediately to non-divergent HMSCs.
Thus, computing an optimal appropriate buffer size for a non-divergent HMSC
is hard. In order to cope with this difficulty, we show thatp × n is an appro-
priate buffer size for any non-divergent HMSC withp processes and at mostn

identical message exchanges in all transitions.
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